
 

Vision of the Institution 

To ignite the minds of the students through academic excellence so as to bring about social 

transformation and prosperity. 

 

Mission of the Institution 

 To expand the frontiers of knowledge through Quality Education. 

 To provide valued added Research and Development.   

 To embody a spirit of excellence in Teaching, Creativity, Scholarship and Outreach. 

 To provide a platform for synergy of Academy, Industry and Community. 

 To inculcate high standards of Ethical and Professional Behavior. 

 

Vision of IT Department 

To be leaders in Information Technology through excellence in education, research and 

community outreach. 

Mission of IT Department 

 To provide quality education in the core principles of Information Technology. 

 To enable the students to apply the core concepts to solve real world problems. 

 To amplify their potential through research and continuous learning for high quality 

career. 

 To mould them as professionals with ethics and morals. 

Program Educational Objectives(PEOs) 

PEO1: To provide students with a strong foundation in the mathematical, scientific and 

engineering fundamentals necessary to formulate, solve and analyze engineering problems. 

PEO2: Graduates will succeed in entry-level engineering positions in IT industry and with 

government agencies. 

PEO3: Graduates will succeed in the pursuit of advanced degrees in engineering or other fields 

and will have skills for, continued independent, lifelong learning to become experts in their 

profession. 

PEO4: Empower students with effective teamwork, communication skills, leadership skills, 

ethical values and high integrity to serve the interests of the society and nation. 

 

 

 

 

 



Program Outcomes(POs) of IT Department 

Engineering Graduates will be able to: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialization to the solution of complex 
engineering problems. 

2. Problem analysis: Identify, formulate, review research literature, and analyze 
complex engineering problems reaching substantiated conclusions using first 
principles of mathematics, natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering 
problems and design system components or processes that meet the specified needs 
with appropriate consideration for the public health and safety, and the cultural, 
societal, and environmental considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and 
research methods including design of experiments, analysis and interpretation of 
data, and synthesis of the information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and 
modern engineering and IT tools including prediction and modeling to complex 
engineering activities with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to 
assess societal, health, safety, legal and cultural issues and the consequent 
responsibilities relevant to the professional engineering practice. 

7. Environment and sustainability: Understand the impact of the professional 
engineering solutions in societal and environmental contexts, and demonstrate the 
knowledge of, and need for sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities 
and norms of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or 
leader in diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the 
engineering community and with society at large, such as, being able to comprehend 
and write effective reports and design documentation, make effective presentations, 
and give and receive clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of 
the engineering and management principles and apply these to one’s own work, as a 
member and leader in a team, to manage projects and in multidisciplinary 
environments. 

12. Life-long learning: Recognize the need for, and have the preparation and ability to 
engage in independent and life-long learning in the broadest context of technological 
change. 

 

Program Specific Outcomes (PSOs) of IT Department 

1. An ability to demonstrate basic knowledge in databases, programming languages, 

common business functions and algorithm analysis to design and develop appropriate 

Information Technology solutions. 

2. Ability to organize an IT Infrastructure, manage and monitor resources and secure the 

data. 



 

 

 

 

BIG DATA ANALYTICS 

(Elective - 1) 

 

OBJECTIVES: 

 

• Optimize business decisions and create competitive advantage with Big Data analytics 

• Introducing Java concepts required for developing map reduce programs 

• Derive business benefit from unstructured data 

• Imparting the architectural concepts of Hadoop and introducing map reduce paradigm  

• To introduce programming tools PIG & HIVE in Hadoop echo system. 
 

UNIT – I: 

Data structures in Java: Linked List, Stacks, Queues, Sets, Maps; Generics: Generic classes and 
Type parameters, Implementing Generic Types, Generic Methods, Wrapper Classes, Concept of 
Serialization 
 

 

UNIT – II: 

Working with Big Data:  Google File System, Hadoop Distributed File System (HDFS) – 
Building blocks of Hadoop (Namenode, Datanode, Secondary Namenode, Job Tracker, Task 
Tracker), Introducing and Configuring Hadoop cluster (Local, Pseudo-distributed mode, Fully 
Distributed mode), Configuring XML files. 
 
 

UNIT – III: 

Writing MapReduce Programs: A Weather Dataset, Understanding Hadoop API for 
MapReduce Framework (Old and New), Basic programs of Hadoop MapReduce: Driver code, 
Mapper code, Reducer code, Record Reader, Combiner, Partitioner 
 
 

UNIT – IV: 

Hadoop I/O: The Writable Interface, Writable Comparable and comparators, Writable Classes: 
Writable wrappers for Java primitives, Text, Bytes Writable, Null Writable, Object Writable 
and Generic Writable, Writable collections, Implementing a Custom Writable: Implementing a 
Raw Comparator for speed, Custom comparators 
 
UNIT – V: 
Pig: Hadoop Programming Made Easier 
Admiring the Pig Architecture, Going with the Pig Latin Application Flow, Working through the 
ABCs of Pig Latin, Evaluating Local and Distributed Modes of Running Pig Scripts, Checking 
out the Pig Script Interfaces, Scripting with Pig Latin 
 
 
 

IV Year  - I Semester  
L T P C 

4 0 0 3 

 



 

 

 

 

 

UNIT – VI: 

Applying Structure to Hadoop Data with Hive: 
Saying Hello to Hive, Seeing How the Hive is Put Together, Getting Started with Apache Hive, 
Examining the Hive Clients, Working with Hive Data Types, Creating and Managing Databases 
and Tables, Seeing How the Hive Data Manipulation Language Works, Querying and Analyzing 
Data. 
 
 
OUTCOMES:  

• Preparing for data summarization, query, and analysis. 

• Applying data modeling techniques to large data sets 

• Creating applications for Big Data analytics 

• Building a complete business data analytic solution 

 

TEXT BOOKS: 

1. Big Java 4th Edition, Cay Horstmann, Wiley John Wiley & Sons, INC 
2. Hadoop: The Definitive Guide by Tom White, 3rd Edition, O’reilly 
3. Hadoop in Action by Chuck Lam, MANNING Publ. 
4. Hadoop for Dummies by Dirk deRoos, Paul C.Zikopoulos, Roman B.Melnyk,Bruce 

Brown, Rafael Coss 
 

REFERENCE BOOKS: 

1. Hadoop in Practice by Alex Holmes, MANNING Publ. 
2. Hadoop MapReduce Cookbook, Srinath Perera, Thilina Gunarathne 

 

  
SOFTWARE LINKS: 

1. Hadoop:http://hadoop.apache.org/ 
2. Hive: https://cwiki.apache.org/confluence/display/Hive/Home  
3. Piglatin: http://pig.apache.org/docs/r0.7.0/tutorial.html   

 

 

 

 

 

 

 



 

 

 

 

 

CLOUD COMPUTING 

(Elective-II) 

 

 

OBJECTIVES:  

• The student will learn about the cloud environment, building software systems and 

components that scale to millions of users in modern internet cloud concepts capabilities 

across the various cloud service models including Iaas, Paas, Saas, and developing cloud 

based software applications on top of cloud platforms. 

 

UNIT -I: Systems modeling, Clustering and virtualization 

Scalable Computing over the Internet, Technologies for Network based systems, System models 

for Distributed and Cloud Computing, Software environments for distributed systems and 

clouds, Performance, Security And Energy Efficiency 

UNIT- II: Virtual Machines and Virtualization of Clusters and Data Centers 

Implementation Levels of Virtualization, Virtualization Structures/ Tools and mechanisms, 

Virtualization of CPU, Memory and I/O Devices, Virtual Clusters and Resource Management, 

Virtualization for Data Center Automation. 

UNIT- III: Cloud Platform Architecture 

Cloud Computing and service Models, Architectural Design of Compute and Storage Clouds, 

Public Cloud Platforms, Inter Cloud Resource Management, Cloud Security and Trust 

Management. Service Oriented Architecture, Message Oriented Middleware. 

UNIT -IV: Cloud Programming and Software Environments 

Features of Cloud and Grid Platforms, Parallel & Distributed Programming Paradigms, 

Programming Support of Google App Engine, Programming on Amazon AWS and Microsoft 

Azure, Emerging Cloud Software Environments. 

UNIT- V: Cloud Resource Management and Scheduling 

Policies and Mechanisms for Resource Management Applications of Control Theory to Task 

Scheduling on a Cloud, Stability of a Two Level Resource Allocation Architecture, Feedback 

Control Based on Dynamic Thresholds. Coordination of Specialized Autonomic Performance 

Managers, Resource Bundling, Scheduling Algorithms for Computing Clouds, Fair Queuing, 

Start Time Fair Queuing, Borrowed Virtual Time, Cloud Scheduling Subject to Deadlines, 

Scheduling MapReduce Applications Subject to Deadlines. 

 

IV Year  - I Semester  
L T P C 

4 0 0 3 

 



 

 

 

 

 

 

 

 

UNIT- VI: Storage Systems  

Evolution of storage technology, storage models, file systems and database, distributed file 

systems, general parallel file systems. Google file system. Apache Hadoop, Big Table, 

Megastore, Amazon Simple Storage Service (S3)  

 
OUTCOMES: 

• Understanding the key dimensions of the challenge of Cloud Computing 

• Assessment of the economics , financial, and technological  implications for selecting 
cloud computing for own organization 

• Assessing the financial, technological, and organizational capacity of employer’s for 
actively initiating and installing cloud-based applications. 

• Assessment of own organizations’ needs for capacity building and training in cloud 
computing-related IT areas 

TEXT BOOKS: 

1. Distributed and Cloud Computing, Kai Hwang, Geoffry C. Fox, Jack J. Dongarra MK 
Elsevier. 

2. Cloud Computing, Theory and Practice, Dan C Marinescu, MK Elsevier. 
3. Cloud Computing, A Hands on approach, Arshadeep Bahga, Vijay Madisetti, University 

Press 
 

 

REFERNCE BOOKS: 

1. Cloud Computing, A Practical Approach, Anthony T Velte, Toby J Velte, Robert 
Elsenpeter, TMH 

2. Mastering Cloud Computing, Foundations and Application Programming, Raj Kumar 
Buyya, Christen vecctiola, S Tammarai selvi, TMH 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

CRYPTOGRAPHY AND NETWORK SECURITY 

 

OBJECTIVES: 

• Understand security concepts, Ethics in Network Security.  

• Understand security threats, and the security services and mechanisms to counter    

 them  

• Comprehend and apply relevant cryptographic techniques  

• Comprehend security services and mechanisms in the network protocol stack  

• Comprehend and apply authentication services and mechanisms  

• Comprehend and apply relevant protocol like SSL, SSH etc.  

• Comprehend and apply email security services and mechanisms  

• Comprehend and apply web security services and mechanisms  

• Comprehend computer and network access control 

 

 

UNIT- I: Basic Principles 

Security Goals, Cryptographic Attacks, Services and Mechanisms, Mathematics of Cryptography 

UNIT -II: Symmetric Encryption 

Mathematics of Symmetric Key Cryptography, Introduction to Modern Symmetric Key Ciphers, 

Data Encryption Standard, Advanced Encryption Standard. 

UNIT- III: Asymmetric Encryption 

Mathematics of Asymmetric Key Cryptography, Asymmetric Key Cryptography 

UNIT -IV: Data Integrity, Digital Signature Schemes & Key Management 

Message Integrity and Message Authentication, Cryptographic Hash Functions, Digital 

Signature, Key Management. 

UNIT-V: Network Security-I 

Security at application layer: PGP and S/MIME, Security at the Transport Layer: SSL and TLS 

UNIT- VI: Network Security-II 

Security at the Network Layer: IPSec, System Security 

 

 

 

IV Year  - I Semester  
L T P C 

4 0 0 3 

 



 

 

 

 

 

 

 

OUTCOMES: 

• To be familiarity with information security awareness and a clear understanding of 

Its importance. 

• To master fundamentals of secret and public cryptography 

• To master protocols for security services 

• To be familiar with network security threats and countermeasures 

• To be familiar with network security designs using available secure solutions (such 

asPGP, SSL, IPSec, etc) 

 

TEXT BOOKS: 

1) Cryptography and Network Security, Behrouz A Forouzan, Debdeep Mukhopadhyay, 

(3e) Mc Graw Hill. 

2) Cryptography and Network Security, William Stallings, (6e) Pearson. 

3) Everyday Cryptography, Keith M.Martin, Oxford. 

REFERENCE BOOKS: 

      1)  Network Security and Cryptography, Bernard Meneges, Cengage Learning. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

DATA WAREHOUSING AND BUSINESS INTELLIGENCE 

 

OBJECTIVES: 

• Approach business problems data-analytically by identifying opportunities to derive 

business value from data. 

• Know the basics of data mining techniques and how they can be applied to extract 

relevant      Business in 

 

UNIT- I:  

Introduction to Data Mining: Motivation for Data Mining, Data Mining-Definition & 

Functionalities, Classification of DM systems, DM task primitives, Integration of a Data Mining 

system with a Database or a Data Warehouse, Major issues in Data Mining.  Data Warehousing 

(Overview Only): Overview of concepts like star schema, fact and dimension tables, OLAP 

operations, From OLAP to Data Mining. 

 

UNIT -II:  

Data Preprocessing: Why? Descriptive Data Summarization, Data Cleaning: Missing Values, 

Noisy Data, Data Integration and Transformation. Data Reduction:-Data Cube Aggregation, 

Dimensionality reduction, Data Compression, Numerosity Reduction, Data Discretization and 

Concept hierarchy generation for numerical and categorical data. 

 

 UNIT- III:  

Mining Frequent Patterns, Associations, and Correlations: Market Basket Analysis, Frequent 

Itemsets, Closed Itemsets, and Association Rules, Frequent Pattern Mining, Efficient and 

Scalable Frequent Itemset Mining Methods, The Apriori Algorithm for finding Frequent Itemsets 

Using Candidate Generation, Generating Association Rules from Frequent Itemsets, Improving 

the Efficiency of Apriori, Frequent Itemsets without Candidate Generation using FP Tree, 

Mining Multilevel Association Rules, Mining Multidimensional Association Rules, From 

Association Mining to Correlation Analysis, Constraint-Based Association Mining.  

 

UNIT- IV:  

Classification & Prediction: What is it?   Issues regarding Classification and prediction 

Classification methods: Decision tree, Bayesian Classification, Rule based   Prediction: Linear 

and non linear regression, Accuracy and Error measures, Evaluating the accuracy of a Classifier 

or Predictor.  

IV Year  - I Semester  
L T P C 

4 0 0 3 

 



 

 

 

 

Cluster Analysis: What is it? Types of Data in cluster analysis, Categories of clustering 

methods, Partitioning methods ñ K-Means, K-Mediods. Hierarchical Clustering- Agglomerative 

and Divisive Clustering, BIRCH and ROCK methods, DBSCAN, Outlier Analysis  

 

UNIT- V: 

Mining Stream and Sequence Data: What is stream data? Classification, Clustering 

Association Mining in stream data. Mining Sequence Patterns in Transactional Databases.  

Spatial Data and Text Mining: Spatial Data Cube Construction and Spatial OLAP, Mining 

Spatial Association and Co-location Patterns, Spatial Clustering Methods, Spatial Classification 

and Spatial Trend Analysis. Text Mining Text Data Analysis and Information Retrieval, 

Dimensionality Reduction for Text, Text Mining Approaches. 

 

UNIT- VI: 

Web Mining: Web mining introduction, Web Content Mining, Web Structure Mining, Web 

Usage mining, Automatic Classification of web Documents.  

Data Mining for Business Intelligence Applications: Data mining for business Applications 

like Balanced Scorecard, Fraud Detection, Click stream Mining, Market Segmentation, retail 

industry, telecommunications industry, banking & finance and CRM etc 

 

OUTCOMES 

•  Describe the scope and application of business intelligence and decision support; 

• Design systems for sourcing and structuring data to provide an integrated, non-volatile 

collection of data for decision support using data warehouses; 

• Design multidimensional data models and implement them using star schemas and 

relational databases; 

• Communicate and foster realistic expectations of the role of OLAP technology and 

business intelligence systems in management and decision support; 

• Explain the need for evolutionary development approaches to developing business 

intelligence and data warehouse systems; 

• Develop a simple business intelligence system using an OLAP tool; 

• Apply theories and principles of data visualization to encourage high quality analysis of 

business information to inform decision making; 

• Design governance mechanisms for the development and management of business 

intelligence and data warehouse systems in an organization. 
 

 

TEXT BOOKS:  

1. Han, Kamber, "Data Mining Concepts and Techniques", Morgan Kaufmann 2 nd Edition  

2. P. N. Tan, M. Steinbach, Vipin Kumar, introduction to Data Miming, Pearson Education 

 

 

 

 

  

 



 

 

 

 

 

 

 

 

REFERENCE BOOKS:  

 1. MacLennan Jamie, Tang ZhaoHui and Crivat Bogdan, Data Mining with Microsoft   

     SQL Server 2008î, Wiley India Edition. 

 2. G. Shmueli, N.R. Patel, P.C. Bruce, ìData Mining for Business Intelligence: Concepts,   

          Techniques and Applications in Microsoft Office Excel with XLMinerî, Wiley India.  

 3. Michael Berry and Gordon Linoff ìData Mining Techniquesî, 2nd Edition Wiley   

     Publications.  

 4. Alex Berson and Smith, ìData Mining and Data Warehousing and OLAPî, McGraw   

     Hill Publication.  

 5. E. G. Mallach, ìDecision Support and Data Warehouse Systems", Tata McGraw Hill. 

 6. Michael Berry and Gordon Linoff ìMastering Data Mining- Art & science of CRMî,   

     Wiley Student Edition  

 7.  Arijay Chaudhry & P. S. Deshpande, ìMultidimensional Data Analysis and Data   

      Mining Dreamtech Press  

 8.  Vikram Pudi & Radha Krishna, ìData Miningî, Oxford Higher Education.  

 9.   Chakrabarti, S., ìMining the Web: Discovering knowledge from hypertext dataî,  

 10. M. Jarke, M. Lenzerini, Y. Vassiliou, P. Vassiliadis (ed.), ìFundamentals of Data  

              Warehousesî, Springer-Verlag, 1999.telligence. 

 

 



 

 

 

 

 

DECISION SUPPORT SYSTEMS 

 
Objectives: 

1. Increase the effectiveness of the manager's decision-making process. 
2. Supports the manager in the decision-making process but does not replace it. 
3. Ability to select appropriate modelling techniques for supporting semi-structured business 

decision making 
4.Ability to identify and select appropriate decision support systems for generating 

innovative business solutions 
 

UNIT – I: 

Introduction to Decision Support Systems, How Decision Support Systems Evolved-What is a 

DSS? Why decision Support Systems Matter – DSS Benefits – Why Study DSS?- The plan of 

This book. 

 

UNIT – II: 

Human Decision –Making Processes what is a Decision? –The Decision Process, Types of 

Decision, How Business People make Decision, The Impact of Psychological Type on Decision 

Making, The Impact of culture on Decision Making 

 

UNIT – III: 

Systems, Information Quality. And Models- About Systems- Information Systems Data Flow 

Diagrams – DSS as Information Systems- Information and Information Quality- Models 

 

UNIT – IV: 

Types of Decision Support Systems – the DSS Hierarchy – Generalizing the DSS Categories – 

Matching DSS to the Decision Type. 

 

UNIT – V: 

DSS Architecture, Hardware and Operating Systems platform – Defining the DSS Architecture- 

The Major Options- DSS on the Central Corporate System- DSS and Clint/Server Computing  

 

UNIT – VI: 

DSS Software Tools – DSS Software Categories - Standard Packages – Programming Languages 

DSS, Models in Decision Support Systems- Types of Models- Discrete – Event Simulation 

Models – Random Numbers, Pseudo-Random Numbers, and Statistical Distribution – Static 

Simulation Model 

 



 

 

 

 

Outcomes: 

1. Recognize the relationship between business information needs and decision making  

2.Appraise the general nature and range of decision support systems 

3.Appraise issues related to the development of DSS  

4.Select appropriate modelling techniques  

 

TEXT BOOKS: 

 

1. Decision Support and Data Warehouse Systems, Efrem G. Mallach Mc Graw Hill. 
2. Decision Support Systems for Business Intelligence,Vicki L. Sauter,Wiley 

 
REFERENCE: 

 

1. Decision Support Systems (2nd Edition) George M. Marakas,Prentice Hall 
 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

INFORMATION RETRIEVAL SYSTEMS 

 

OBJECTIVES: 

• To provide the foundation knowledge in information retrieval.  

• To equip students with sound skills to solve computational search problems.  

• To appreciate how to evaluate search engines.  

• To appreciate the different applications of information retrieval techniques in the Internet 

or Web environment.  

• To provide hands-on experience in building search engines and/or hands-on experience in   

 evaluating search engines. 

 

UNIT-I:  
Introduction to Information Storage and Retrieval System: Introduction, Domain Analysis of 
IR systems and other types of Information Systems, IR System Evaluation. 
Introduction to Data Structures and Algorithms related to Information Retrieval:  Basic 
Concepts, Data structures, Algorithms 
  
UNIT-II: 
Inverted files: Introduction, Structures used in Inverted Files, Building Inverted file using a 
sorted array, Modifications to Basic Techniques. 
  
UNIT-III: 
Signature Files: Introduction, Concepts of Signature Files, Compression, Vertical Partitioning, 
Horizontal Partitioning. 
  
UNIT-IV: 
New Indices for Text: PAT Trees and PAT Arrays: Introduction, PAT Tree structure, 
algorithms on the PAT Trees, Building PAT trees as PATRICA Trees, PAT representation as 
arrays. 
  
UNIT-V: 
 Stemming Algorithms: Introduction, Types of Stemming Algorithms, Experimental 
Evaluations of Stemming to Compress Inverted Files 
  
UNIT-VI: 
Thesaurus Construction: Introduction, Features of Thesauri, Thesaurus Construction, 
Thesaurus construction from Texts, Merging existing Thesauri 
  



 

 

 

 

 

OUTCOMES: 

• Identify basic theories in information retrieval systems  

• Identify the analysis tools as they apply to information retrieval systems  

• Understands the problems solved in current IR systems 

• Describes the advantages of current IR systems 

• Understand the difficulty of representing and retrieving documents. 

• Understand the latest technologies for linking, describing and searching the web. 

 

TEXT BOOKS: 
1. Frakes, W.B., Ricardo Baeza-Yates: Information Retrieval Data Structures and Algorithms,  
     Prentice Hall, 1992. 
2. Modern Information Retrieval by Yates Pearson Education. 
3. Information Storage & Retrieval by Robert Korfhage – John Wiley & Sons. 
  
REFERENCE BOOKS: 
1. Kowalski, Gerald, Mark T Maybury: Information Retrieval Systems: Theory and   
    Implementation, Kluwer Academic Press, 1997. 
2. Information retrieval Algorithms and Heuristics, 2ed, Springer 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

INTERNET OF THINGS 

 

 

OBJECTIVES: 

• Identify problems that are amenable to solution by AI methods, and which AI methods 
may be suited to solving a given problem. 

• Formalize a given problem in the language/framework of different AI methods (e.g., as a 
search problem, as a constraint satisfaction problem, as a planning problem, as a Markov 
decision process, etc). 

• Implement basic AI algorithms (e.g., standard search algorithms or dynamic 
programming). 

• Design and carry out an empirical evaluation of different algorithms on problem 
formalization, and state the conclusions that the evaluation supports. 

 

UNIT- I 

Introduction to Internet of Things, Definition & Characteristics of IoT, Physical Design of IoT   
Logical Design of IoT, IoT Enabling Technologies, IoT Levels & Deployment Templates  
Domain Specific IoTs: Home, Cities, Environment, Energy systems, Logistics, Agriculture, 
Health & Lifestyle  
 

UNIT- II 

IOT & M2M: Introduction, M2M, Difference between IoT and M2M, SDN and NFV for IoT,  1 
Need for IoT Systems Management , Simple Network Management Protocol (SNMP) ,  
Limitations of SNMP, Network Operator Requirements, NETCONF, YANG, IoT Systems 
Management with NETCONF-YANG, NETOPEER 
 
UNIT- III 

IoT Platforms Design Methodology IoT Design Methodology, Case Study on IoT System for 
Weather Monitoring , Motivation for Using Python , IoT Systems - Logical Design using Python 
,Installing Python , Python Data Types & Data Structures ,Control Flow , Functions, Modules, 
Packages , File Handling l, Date/Time Operations , Classes ,Python Packages of Interest for IoT  
 
UNIT -IV 

IoT Physical Devices & Endpoints,  Raspberry Pi , About the Board , Linux on Raspberry Pi ,  
Raspberry Pi Interfaces , Programming Raspberry Pi with Python , Other IoT Devices,  IoT 
Physical Servers & Cloud Offerings , Introduction to Cloud Storage Models & Communication 
APIs , WAMP - AutoBahn for IoT , Xively Cloud for IoT , Python Web Application Framework 
- Django , Designing a RESTful Web API , Amazon Web Services for ,SkyNet IoT Messaging 
Platform  
 

UNIT -V 

Case Studies Illustrating IoT Design, Introduction, Home Automation, Cities, Environment, 
Agriculture, Productivity Applications  
 
 



 

 

 

 

UNIT -VI 

Data Analytics for IoT , Introduction , Apache Hadoop, Using Hadoop MapReduce for Batch 
Data Analysis , Apache Oozie , Apache Spark , Apache Storm , Using Apache Storm for Real-
time Data Analysis , Structural Health Monitoring Case Study , Tools for IOT, Chef Case 
Studies, NETCONF-YANG Case Studies. 

OUTCOMES:  
• Demonstrate knowledge and understanding of the security and ethical issues of the 

Internet of Things 
• Conceptually identify vulnerabilities, including recent attacks, involving the Internet of 

Things 
• Develop critical thinking skills 
• Compare and contrast the threat environment based on industry and/or device type 

  
 
TEXTBOOKS:  

Internet of Things, A.Bahgya and V.Madisetti, Univesity Press, 2015 
 

REFERNCE BOOKS: 
 Fundamentals of Python, K.A.Lambert and B.L.Juneja, Cengage Learning, 2012. 
 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

MACHINE LEARNING 

 

OBJECTIVES: 

• Familiarity with a set of well-known supervised, unsupervised and semi-supervised    

• learning algorithms. 

• The ability to implement some basic machine learning algorithms  

• Understanding of how machine learning algorithms are evaluated  

 
 

UNIT- I: The ingredients of machine learning, Tasks: the problems that can be solved with 
machine learning, Models: the output of machine learning, Features, the workhorses of machine 
learning. Binary classification and related tasks: Classification, Scoring and ranking, Class 
probability estimation 
 
UNIT- II: Beyond binary classification: Handling more than two classes, Regression, 
Unsupervised and descriptive learning. Concept learning: The hypothesis space, Paths through 
the hypothesis space, Beyond conjunctive concepts 
 
UNIT- III: Tree models: Decision trees, Ranking and probability estimation trees, Tree learning 
as variance reduction. Rule models: Learning ordered rule lists, Learning unordered rule sets, 
Descriptive rule learning, First-order rule learning 
 

UNIT- IV: Linear models: The least-squares method, The perceptron: a heuristic learning 
algorithm for linear classifiers, Support vector machines, obtaining probabilities from linear 
classifiers, Going beyond linearity with kernel methods. Distance Based Models: Introduction, 
Neighbours and exemplars, Nearest Neighbours classification, Distance Based Clustering, 
Hierarchical Clustering. 
 
UNIT- V: Probabilistic models: The normal distribution and its geometric interpretations, 
Probabilistic models for categorical data, Discriminative learning by optimising conditional 
likelihood Probabilistic models with hidden variables. Features: Kinds of feature, Feature 
transformations, Feature construction and selection. Model ensembles: Bagging and random 
forests, Boosting 
 

 

UNIT- VI: Dimensionality Reduction: Principal Component Analysis (PCA), Implementation 
and demonstration. Artificial Neural Networks:  Introduction, Neural network representation, 
appropriate problems for neural network learning, Multilayer networks and the back propagation 
algorithm. 
 
 



 

 

 

 

OUTCOMES: 

• Recognize the characteristics of machine learning that make it useful to real-world  

• Problems. 

• Characterize machine learning algorithms as supervised, semi-supervised, and  

• Unsupervised.  

• Have heard of a few machine learning toolboxes.  

• Be able to use support vector machines.  

• Be able to use regularized regression algorithms.  

• Understand the concept behind neural networks for learning non-linear functions.  
 

TEXT BOOKS: 

1) Machine Learning: The art and science of algorithms that make sense of data, Peter Flach,  

Cambridge. 

2) Machine Learning, Tom M. Mitchell, MGH. 

REFERENCE BOOKS: 

1) Understanding Machine Learning: From Theory to Algorithms, Shai Shalev-Shwartz, Shai 

Ben-David, Cambridge. 

2) Machine Learning in Action, Peter Harington, 2012, Cengage. 

 

 

 

 



 

 

 

 

 

 

OBJECTIVE: 

• To make the student understand the concept of mobile computing paradigm, its novel 

applications and limitations. 

• To understand the typical mobile networking infrastructure through a popular GSM 

protocol 

• To understand the issues and solutions of various layers of mobile networks, namely 

MAC layer, Network Layer & Transport Layer  

• To understand the database issues in mobile environments & data delivery models. 

• To understand the ad hoc networks and related concepts. 

• To understand the platforms and protocols used in mobile environment. 

UNIT- I 

Introduction: Mobile Communications, Mobile Computing – Paradigm, Promises/Novel 
Applications and Impediments and Architecture; Mobile and Handheld Devices, Limitations of 
Mobile and Handheld Devices. 
GSM – Services, System Architecture, Radio Interfaces, Protocols, Localization, Calling, 
Handover, Security, New Data Services, GPRS. 
 

UNIT –II  

(Wireless) Medium Access Control (MAC) : Motivation for a specialized MAC (Hidden and 
exposed terminals, Near and far terminals), SDMA, FDMA, TDMA, CDMA, Wireless 
LAN/(IEEE 802.11) 
 

UNIT –III 

Mobile Network Layer: IP and Mobile IP Network Layers, Packet Delivery and Handover 
Management, Location Management, Registration, Tunneling and Encapsulation, Route 
Optimization, DHCP. 
 

UNIT –IV 

Mobile Transport Layer: Conventional TCP/IP Protocols, Indirect TCP, Snooping TCP, 
Mobile TCP, Other Transport Layer Protocols for Mobile Networks. 
Database Issues: Database Hoarding & Caching Techniques, Client-Server Computing & 
Adaptation, Transactional Models, Query processing, Data Recovery Process & QoS Issues. 
 

 

IV Year  - I Semester  
L T P C 

4 0 0 3 

MOBILE COMPUTING 

 



 

 

 

 

UNIT- V 

Data Dissemination and Synchronization : Communications Asymmetry, Classification of 
Data Delivery Mechanisms, Data Dissemination, Broadcast Models, Selective Tuning and 
Indexing Methods, Data Synchronization – Introduction, Software, and Protocols. 
 

 

 

UNIT- VI 

Mobile Ad hoc Networks (MANETs) : Introduction, Applications & Challenges of a MANET, 
Routing, Classification of  
Routing Algorithms, Algorithms such as DSR, AODV, DSDV, etc. , Mobile Agents, Service 
Discovery. 
Protocols and Platforms for Mobile Computing : WAP, Bluetooth, XML, J2ME, Java Card, 
PalmOS, Windows CE, SymbianOS, Linux for Mobile Devices, Android. 
 

OUTCOMES: 

• Able to think and develop new mobile application. 

• Able to take any new technical issue related to this new paradigm and come up with a 

solution(s). 

• Able to develop new ad hoc network applications and/or algorithms/protocols. 

• Able to understand & develop any existing or new protocol related to  mobile 

environment 

 

TEXT BOOKS: 

1. Jochen Schiller, “Mobile Communications”, Addison-Wesley, Second Edition, 2009. 
2. Raj Kamal, “Mobile Computing”, Oxford University Press, 2007, ISBN: 0195686772 

 

 REFERENCE BOOKS:  

1. ASOKE K TALUKDER, HASAN AHMED, ROOPA R YAVAGAL, “Mobile 
Computing,   Technology Applications and Service Creation” Second Edition, Mc 
Graw Hill. 

2. UWE Hansmann, Lother Merk, Martin S. Nocklous, Thomas Stober, “Principles of 
Mobile Computing,” Second Edition, Springer. 

 

 

 

 

 

 

 



 

 

 

 

 

MULTIMEDIA PROGRAMMING 

 
 
UNIT 1: 
Multimedia Information Representation: 

Introduction, Digitization Principles – Analog Signals, Encoder Design, Decoder Design. Text – 
Unformatted Text, Formatted Text, Hyper Text. Images- Graphics, Digitized Documents, 
Digitized Pictures. Audio – PCM Speech, CD – Quality Audio, Synthesized Audio. Video – 
Broadcast Television, Digital Video, PC Video, Video Content. 
 
UNIT 2: 
Text Compression: 

Compression Principles – Source Encoder and Destination 
Decoder, Lossless and Lossy Compression, Entropy Encoding, Source Encoding. Text 
Compression – Static and Dynamic Huffman Coding, Arithmetic Coding. 
 
UNIT 3: 
Image Compression: 

Graphics Interchange Format (GIF), Tagged Image File Format (TIFF), Digitised Documents, 
JPEG. 
 
UNIT 4: 
Audio Compression: 

Differential Pulse Coded Modulation (DPCM), Adaptive 
Differential PCM (ADPCM), Adaptive Predictive Coding and Linear Predictive Coding, 
MPEG Audio Coding. 
UNIT 5: 
 
Video Compression: 

Principles, H.261 Video Compression, MPEG 1, MPEG 2 and MPEG 4. 
 
UNIT 6: 
Multimedia Applications: 
Inter- personnel Communication, Interactive Applications over the Internet, Entertainment 
Applications and Multimedia Conferencing. 
 
TEXT BOOK: 

1. Halshall, Fred. “Multimedia Communications – Applications, Networks, 
Protocols and Standards”. 2001. Pearson Education. 
REFERENCE BOOKS: 

1. Chapman, Nigel and Chapman, Jenny. “Digital Multimedia”. 2000. John Wily &Sons. 
2. Steinmaetz, Ralf and Nahrstedt, Klara. Multimedia: “Communications and Applications”. 
2003. Pearson Education. 



 

 

 

 

 

 

 

SOFTWARE PROJECT MANAGEMENT 

 

OBJECTIVES: 

• To study how to plan and manage projects at each stage of the software development life 
cycle (SDLC) 

• To train software project managers and other individuals involved in software project 
planning and tracking and oversight in the implementation of the software project 
management process. 

• To understand successful software projects that support  organization's strategic goals 
 

 

UNIT -I: Introduction 
Project, Management, Software Project Management activities, Challenges in software projects, 
Stakeholders, Objectives & goals 
Project Planning: Step-wise planning, Project Scope, Project Products & deliverables, Project 
activities, Effort estimation, Infrastructure 
 
UNIT -II: Project Approach  
Lifecycle models, Choosing Technology, Prototyping 
Iterative & incremental Process Framework:  Lifecycle phases, Process Artifacts, Process 
workflows (Book 2) 
 
UNIT -III: Effort estimation & activity Planning 
Estimation techniques, Function Point analysis, SLOC, COCOMO, Use case-based estimation , 
Activity Identification Approaches, Network planning models, Critical path analysis 
 
UNIT -IV: Risk Management 
Risk categories, Identification, Assessment, Planning and management, PERT technique, Monte 
Carlo approach 
 
UNIT -V: Project Monitoring & Control, Resource Allocation 
Creating a framework for monitoring & control, Progress monitoring, Cost monitoring, Earned 
value Analysis, Defects Tracking, Issues Tracking, Status reports, Types of Resources,  
Identifying resource requirements, Resource scheduling 
 
UNIT -VI: Software Quality 
Planning Quality, Defining Quality - ISO 9016, Quality Measures, Quantitative Quality 
Management Planning, Product Quality & Process Quality 
 Metrics, Statistical Process Control Capability Maturity Model, Enhancing software Quality 
(Book3) 
 
 
 
 
 



 

 

 

 

OUTCOMES: 

• To match organizational needs to the most effective software development model 
• To understand the basic concepts and issues of software project management 
• To effectively Planning the software projects 
• To implement the project plans through managing people, communications and change 
• To select and employ mechanisms for tracking the software projects 
• To conduct activities necessary to successfully complete and close the Software projects 
• To develop the skills for tracking and controlling software deliverables 
• To create project plans that address real-world management challenges 

 
TEXT BOOKS: 

1. Software Project Management, Bob Hughes & Mike Cotterell, TATA Mcgraw-Hill 
2. Software Project Management, Walker Royce: Pearson Education, 2005. 
3. Software Project Management in practice, Pankaj Jalote, Pearson. 

 
REFERENCE BOOKS: 

1. Software Project Management, Joel Henry, Pearson Education. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

MANAGERIAL ECONOMICS AND FINANCIAL ANALYSIS 

(Common to all Branches) 

Course Objectives:  

• The Learning objectives of this paper is to understand the concept and nature of Managerial 
Economics and its relationship with other disciplines and also to understand the Concept of 
Demand and Demand forecasting, Production function, Input Output relationship, Cost-
Output relationship and Cost-Volume-Profit Analysis. 

• To understand the nature of markets, Methods of Pricing in the different market structures 
and to know the different forms of Business organization and the concept of Business Cycles. 

• To learn different Accounting Systems, preparation of Financial Statement and uses of 
different tools for performance evaluation. Finally, it is also to understand the concept of 
Capital, Capital Budgeting and the techniques used to evaluate Capital Budgeting proposals. 
 

UNIT-I 

Introduction to Managerial Economics and demand Analysis: 

Definition of Managerial Economics –Scope of Managerial Economics and its relationship with 
other subjects –Concept of Demand, Types of Demand, Determinants of Demand- Demand 
schedule, Demand curve, Law of Demand and its limitations- Elasticity of Demand, Types of 
Elasticity of Demand and Measurement- Demand forecasting and Methods of forecasting, 
Concept of Supply and Law of Supply. 

UNIT – II:  

Production and Cost Analyses:  

Concept of Production function- Cobb-Douglas Production function- Leontief production 
function - Law of Variable proportions-Isoquants and Isocosts and choice of least cost factor 
combination-Concepts of Returns to scale and Economies of scale-Different cost concepts: 
opportunity costs, explicit and implicit costs- Fixed costs, Variable Costs and Total costs –Cost –
Volume-Profit analysis-Determination of Breakeven point(simple problems)-Managerial 
significance and limitations of Breakeven point. 

UNIT – III:  

Introduction to Markets, Theories of the Firm & Pricing Policies: 

Market Structures: Perfect Competition, Monopoly, Monopolistic competition and Oligopoly – 
Features – Price and Output Determination – Managerial Theories of firm: Marris and 
Williamson’s models – other Methods of Pricing: Average cost pricing, Limit Pricing, Market 
Skimming Pricing, Internet Pricing: (Flat Rate Pricing, Usage sensitive pricing) and Priority 
Pricing. 
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UNIT – IV:  

Types of Business Organization and Business Cycles:  

Features and Evaluation of Sole Trader, Partnership, Joint Stock Company – State/Public 
Enterprises and their forms – Business Cycles : Meaning and Features – Phases of a Business 
Cycle. 

UNIT – V:  

Introduction to Accounting & Financing Analysis: 

Introduction to Double Entry Systems – Preparation of Financial Statements-Analysis and 
Interpretation of Financial Statements-Ratio Analysis – Preparation of Funds flow and cash flow 
statements (Simple Problems) 

UNIT – VI:  
Capital and Capital Budgeting: Capital Budgeting: Meaning of Capital-Capitalization-
Meaning of Capital Budgeting-Time value of money- Methods of appraising Project 
profitability: Traditional Methods(pay back period, accounting rate of return) and modern 
methods(Discounted cash flow method, Net Present Value method, Internal Rate of Return 
Method and Profitability Index) 
 
Course Outcome: 

*The Learner is equipped with the knowledge of estimating the Demand and demand elasticities 
for a product and the knowledge of understanding of the Input-Output-Cost relationships and 
estimation of the least cost combination of inputs. 

* One is also ready to understand the nature of different markets and Price Output determination 
under various market conditions and also to have the knowledge of different Business Units. 

*The Learner is able to prepare Financial Statements and the usage of various Accounting tools 
for Analysis and to evaluate various investment project proposals with the help of capital 
budgeting techniques for decision making. 

TEXT BOOKS 

1. Dr. N. AppaRao, Dr. P. Vijay Kumar: ‘Managerial Economics and Financial Analysis’,   
    Cengage Publications, New Delhi – 2011 
2. Dr. A. R. Aryasri – Managerial Economics and Financial Analysis, TMH 2011 
3. Prof. J.V.Prabhakararao, Prof. P. Venkatarao. ‘Managerial Economics and Financial     
    Analysis’, Ravindra Publication. 
REFERENCES: 

1. Dr. B. Kuberudu and Dr. T. V. Ramana: Managerial Economics & Financial Analysis,    
Himalaya Publishing House, 2014. 

2. V. Maheswari: Managerial Economics, Sultan Chand.2014 
3. Suma Damodaran: Managerial Economics, Oxford 2011. 
4. VanithaAgarwal: Managerial Economics, Pearson Publications 2011. 
5. Sanjay Dhameja: Financial Accounting for Managers, Pearson. 
6. Maheswari: Financial Accounting, Vikas Publications. 
7. S. A. Siddiqui& A. S. Siddiqui: Managerial Economics and Financial Analysis, New Age 

International Publishers, 2012 
8. Ramesh Singh, Indian Economy, 7th Edn., TMH2015 
9. Pankaj Tandon A Text Book of Microeconomic Theory, Sage Publishers, 2015 
10. Shailaja Gajjala and Usha Munipalle, Univerties press, 2015 

 



 

 

 

 

Outcomes: 

1. Recognize the relationship between business information needs and decision making  

2.Appraise the general nature and range of decision support systems 

3.Appraise issues related to the development of DSS  

4.Select appropriate modelling techniques  

 

TEXT BOOKS: 

 

1. Decision Support and Data Warehouse Systems, Efrem G. Mallach Mc Graw Hill. 
2. Decision Support Systems for Business Intelligence,Vicki L. Sauter,Wiley 

 
REFERENCE: 

 

1. Decision Support Systems (2nd Edition) George M. Marakas,Prentice Hall 
 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

OBJECTIVES: 

• To introduce the characteristics, basic concepts and systems issues in mobile and 

pervasive  computing   

• To illustrate architecture and protocols in pervasive computing and to identify the trends 

and latest development of the technologies in the area   

• To give practical experience in the area through the design and execution of a modest 

• To design successful mobile and pervasive computing applications and services research 

project To evaluate critical design tradeoffs associated with different mobile 

technologies, architectures, interfaces and business models and how they impact the 

usability, security, privacy and commercial viability of mobile and pervasive computing 

services and applications   

• To discover the characteristics of pervasive computing applications including the major 

 

Programming: 

1. Write a J2ME program to show how to change the font size and colour. 

2. Write a J2ME program which creates the following kind of menu. 

 * cut 

 * copy 

 * past 

 * delete 

 * select all 

 * unselect all 

3. Create a J2ME menu which has the following options (Event Handling): 

 ·  cut   - can be on/off 

 ·  copy - can be on/off 

 ·  paste - can be on/off 
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MOBILE COMPUTING LAB 



 

 

 

 

 ·  delete - can be on/off 

 ·  select all   - put all 4 options on 

 ·  unselect all - put all 

4. Create a MIDP application, which draws a bar graph to the display. Data values can be   

    given at int [] array. You can enter four data (integer) values to the input text field. 

5. Create an MIDP application which examine, that a phone number, which a user has  

    entered is in the given format (Input checking): 

 * Area code should be one of the following: 040, 041, 050, 0400, 044 

 * There should 6-8 numbers in telephone number (+ area code) 

6. Write a sample program to show how to make a SOCKET Connection from J2ME   
     phone. This J2ME sample program shows how to how to make a SOCKET Connection    
     from a J2ME Phone. Many a times there is a need to connect backend HTTP server  
     from the J2ME  application. Show how to make a SOCKET connection from the phone  
     to port 80. 
 

7. Login to HTTP Server from a J2ME Program. This J2ME sample program shows how  

    to display a simple LOGIN SCREEN on the J2ME phone and how to authenticate to a HTTP 

server. Many J2ME applications for security reasons require the authentication of the user.  

This free J2ME sample program, shows how a J2ME application can do authentication to the  

     backend server. Note: Use Apache Tomcat Server as Web Server and MySQL as Database  

     Server. 

8. The following should be carried out with respect to the given set of application domains:  

     (Assume that the Server is connected to the well maintained database of the given domain.  

     Mobile Client is to be connected to the Server and fetch the required data value/information) 

 • Students Marks Enquiry 

 • Town/City Movie Enquiry 

 • Railway/Road/Air (For example PNR) Enquiry/Status 

 • Sports (say, Cricket) Update 

 • Town/City Weather Update 

 • Public Exams (say Intermediate or SSC)/ Entrance (Say EAMCET) Results Enquiry 

 Divide Student into Batches and suggest them to design database according to their  

 domains and render information according the requests. 

 

9. Write an Android application program that displays Hello World using Terminal. 



 

 

 

 

10. Write an Android application program that displays Hello World using Eclipse. 

11. Write an Android application program that accepts a name from the user and displays the  

       hello name to the user in response as output using Eclipse. 

12. Write an Android application program that demonstrates the following: 

  (i) Linear Layout 

  (ii) Relative Layout 

 (iii) Table Layout 

  (iv) Grid View layout 

13. Write an Android application program that converts the temperature in Celsius to Fahrenheit. 

14. Write an Android application program that demonstrates intent in mobile application    

      development 

 

OUTCOME:  

• To analyze the strengths and limitations of the tools and devices for development of 

pervasive computing systems  

• To explore the characteristics of different types of mobile networks on the performance 

of a pervasive computing system   

• To analyze and compare the performance of different data dissemination techniques and 

algorithms for mobile real-time applications  

• To develop an attitude to propose solutions with comparisons for problems related to  

pervasive computing system through investigation 

 



 

 

 

 

 

 

Programming: 

Breaking the Shift Cipher 

Breaking the Mono-alphabetic Substitution Cipher 

One-Time Pad and Perfect Secrecy 

Message Authentication Codes 

Cryptographic Hash Functions and Applications 

Symmetric Key Encryption Standards (DES) 

Symmetric Key Encryption Standards (AES) 

Diffie-Hellman Key Establishment 

Public-Key Cryptosystems (PKCSv1.5) 

Digital Signatures 
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