
VISION OF THE INSTITUTION 

To ignite the minds of the students through academic excellence so as to bring about social 

transformation and prosperity. 

 

MISSION OF THE INSTITUTION 

1. To expand the frontiers of knowledge through Quality Education. 

2. To provide valued added Research and Development. 

3. To embody a spirit of excellence in Teaching, Creativity, Scholarship and Outreach. 

4. To provide a platform for synergy of Academy, Industry and Community. 

5. To inculcate high standards of Ethical and Professional Behavior. 

 

 

 

VISION OF CSE DEPARTMENT 

 

To build a strong teaching-learning base with a flair for innovation and research that responds to 

the dynamic needs of the software industry and the society. 

 

MISSION OF CSE DEPARTMENT 

 

1. To provide strong foundation both in theory and applications of Computer Science & 

Engineering, so as to solve real-world problems 

2. To empower students with state-of-art knowledge and up to date technological skills, making 

them globally competent 

3. To promote research, innovation and entrepreneurship with focus on industry and social 

outreach 

4. To foster civic minded leadership with ethics and values among students 



PROGRAM EDUCATIONAL OBJECTIVES OF CSE DEPARTMENT 

 

1. Graduates will have knowledge of mathematics, science, engineering fundamentals, and 

in-depth studies in Computer Science Engineering, and will be able to apply them for 

formulating, analysing and solving real world problems. 

2. Graduates will succeed in earning coveted entry level positions in leading Computer 

Software and Hardware Firms in India and abroad. 

3. Graduates will succeed in the pursuit of advanced degrees and research in engineering or 

other fields and will have skills for continued, independent, lifelong learning and 

professional development throughout life. 

4. Graduates will have good communication skills, leadership qualities, ethical values and 

will be able to work in teams with due attention to their social responsibilities. 

 

PROGRAM OUTCOMES OF CSE DEPARTMENT 

Engineering Graduates will be able to: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialization to the solution of complex engineering problems. 

2. Problem analysis: Identify, formulate, review research literature, and analyze complex 

engineering problems reaching substantiated conclusions using first principles of mathematics, 

natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering problems and 

design system components or processes that meet the specified needs with appropriate 

consideration for the public health and safety, and the cultural, societal, and environmental 

considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and research 

methods including design of experiments, analysis and interpretation of data, and synthesis of the 

information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 

engineering and IT tools including prediction and modeling to complex engineering activities 

with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess 

societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the 

professional engineering practice. 



7. Environment and sustainability: Understand the impact of the professional engineering 

solutions in societal and environmental contexts, and demonstrate the knowledge of, and need for 

sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms 

of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or leader in 

diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the 

engineering community and with society at large, such as, being able to comprehend and write 

effective reports and design documentation, make effective presentations, and give and receive 

clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of the 

engineering and management principles and apply these to one’s own work, as a member and 

leader in a team, to manage projects and in multidisciplinary environments. 

12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in 

independent and life-long learning in the broadest context of technological change. 

 

PROGRAM SPECIFIC OUTCOMES OF CSE DEPARTMENT 

 

 

1. An ability to demonstrate basic knowledge in databases, programming languages and 

algorithm analysis in the development of software applications. 

 

2. An ability to design and develop projects using open source tools and efficient data 

structures. 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

I M.Tech I-SEMESTER 

 

S.No Course Title L T P C 

1 
Mathematical Foundations 
Computer Science 

of  
3 

- 
- 3 

2 
Advanced Data Structures 
Algorithms 

&  
3 

- 
- 3 

 

3 

Elective-1 
Big Data Analytics 

Advanced Operating 

Systems 
Pattern Recognition 

 

3 

 

- 
 

- 
 

3 

 

 

4 

Elective-2 
Internet of Things 
High Performance Computing 
Object Oriented
 Software 
Engineering 

 

 

3 

 

 

- 

 

 

- 

 

 

3 

5 Research Methodology 2 - - 2 

6 
Advanced Data Structures 
Algorithms Lab 

& 
- - 4 2 

7 Big Data Analytics Lab - - 4 2 

8 
English for Research
 Paper Writing 

2 - - 0 

Total 16 - 8 18 

 

 

I .M.Tech. II- Semester 

S.No Course Title L T P C 
1 Mean Stack Technologies 3 - - 3 
2 Machine Learning 3 - - 3 

 

3 

Elective-3 
Optimization 
Techniques Cloud 
Computing Computer 
Vision 

 

3 

 

- 

 

- 

 

3 

 

4 

Elective-4 
Digital Forensics 
Social Network 
Analysis Bio 
Informatics 

 

3 
 

- 
 

- 
 

3 

5 Mean Stack Technologies Lab - - 4 2 
6 Machine Learning Lab - - 4 2 

7 Pedagogy Studies 2 - - 0 

8 Mini Project with Seminar 2 - - 2 

Total 16 - 8 18 



II. M.Tech. I- Semester 

 

S.No Course Title L T P C 

 

 

1 

Elective – 5 
Block Chain Technologies 
Mobile Application 
Development Wireless Sensor 
Networks 

 

3 

 

- 

 

- 

 

3 

 

 

2 

Open Elective/MOOCs 
. Deep Learning 
. Digital image processing 
. Industrial Safety 

 

3 
 

- 
 

- 
 

3 

3 Dissertation Phase – I - - 20 10 

 Total 6 - 20 16 

 

 

II. M.Tech. II- Semester 

S.No Course Title L T P C 

1 Dissertation Phase – II - - 32 16 

 Total - - 32 16 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject Mathematical Foundations of Computer Science 

 

 

Course Objectives: This course is aimed at enabling the students to 

 

 To understand the mathematical fundamentals that is prerequisites for variety of courses 

like Data mining, Network protocols, analysis of Web traffic, Computer security, Software 
engineering, Computer architecture, operating systems, distributed systems bioinformatics, 

Machine learning. 

 To develop the understanding of the mathematical and logical basis to many modern 
techniques in computer science technology like machine learning, programming language 
design, and concurrency. 

 To study various sampling and classification problems. 

 

Course Outcomes: 

After the completion of the course, student will be able to 

 
 To apply the basic rules and theorems of probability theory such as Baye’s Theorem, to 

determine probabilities that help to solve engineering problems and to determine the 
expectation and variance of a random variable from its distribution. 

 
 Able to perform and analyze of sampling, means, proportions, variances and estimates the 

maximum likelihood based on population parameters. 

 To learn how to formulate and test hypotheses about sample means, variances and 
proportions and to draw conclusions based on the results of statistical tests. 

 Design various ciphers using number theory. 

 Apply graph theory for real time problems like network routing problem. 

 
UNIT I: Basic Probability and Random Variables: Random Experiments, Sample 

Spaces Events, the Concept of Probability the Axioms of Probability, Some Important 
Theorems on Probability Assignment of Probabilities, Conditional Probability Theorems on 

Conditional Probability, Independent Events, Bayes Theorem or Rule. Random Variables, 



Discrete Probability Distributions, Distribution Functions for Random Variables, 

Distribution Functions for Discrete Random Variables, Continuous Random Variables 

 

 

UNIT II: Sampling and Estimation Theory: Population and Sample, Statistical Inference 

Sampling With and Without Replacement Random Samples, Random Numbers Population 
Parameters Sample Statistics Sampling Distributions, Frequency Distributions, Relative 

Frequency Distributions, Computation of Mean, Variance, and Moments for Grouped Data. 
Unbiased Estimates and Efficient Estimates Point Estimates and Interval Estimates. 

Reliability Confidence Interval Estimates of Population Parameters, Maximum Likelihood 
Estimates 

 

 

UNIT III: Tests of Hypothesis and Significance: Statistical Decisions Statistical 
Hypotheses. Null Hypotheses Tests of Hypotheses and Significance Type I and Type II 

Errors Level of Significance Tests Involving the Normal Distribution One-Tailed and Two- 
Tailed Tests P Value Special Tests of Significance for Large Samples Special Tests of 

Significance for Small Samples Relationship between Estimation Theory and Hypothesis 

Testing Operating Characteristic Curves. Power of a Test Quality Control Charts Fitting 
Theoretical Distributions to Sample Frequency Distributions, The Chi-Square Test for 

Goodness of Fit Contingency Tables Yates’ Correction for Continuity Coefficient of 
Contingency. 

UNIT IV: Algebraic Structures and Number Theory: Algebraic Systems, Examples, 

General Properties, Semi Groups and Monoids, Homomorphism of Semi Groups and 
Monoids, Group, Subgroup, Abelian Group, Homomorphism, Isomorphism. Properties of 

Integers, Division Theorem, The Greatest Common Divisor, Euclidean Algorithm, Least 
Common Multiple, Testing for Prime Numbers, The Fundamental Theorem of Arithmetic, 

Modular Arithmetic (Fermat’s Theorem and Euler’s Theorem) 

UNIT V: Graph Theory: Basic Concepts of Graphs, Sub graphs, Matrix Representation of 
Graphs: Adjacency Matrices, Incidence Matrices, Isomorphic Graphs, Paths and Circuits, 
Eulerian and Hamiltonian Graphs, Multigraphs, Planar Graphs, Euler’s Formula, Graph 
Colouring and Covering, Chromatic Number, Spanning Trees, Algorithms for Spanning 
Trees (Problems Only and Theorems without Proofs). 

Text Books: 

1. Foundation Mathematics for Computer Science, John Vince, Springer. 

2. Probability & Statistics, 3rd Edition, Murray R. Spiegel, John J. Schiller and R. Alu 

Srinivasan, Schaum’s Outline Series, Tata McGraw-Hill Publishers 
3. Probability and Statistics with Reliability, K. Trivedi, Wiley. 

4. Discrete Mathematics and its Applications with Combinatorics and Graph Theory, 7
th

 

Edition, H. Rosen, Tata McGraw Hill. 
Reference Books: 

 

1. Probability and Computing: Randomized Algorithms and Probabilistic Analysis, M. 

Mitzenmacher and E. Upfal. 

2. Applied Combinatorics, Alan Tucker, Wiley. 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject Advanced Data Structures & Algorithms 

 

 

Course Objectives: From the course the student will learn 

 

 Single Linked, Double Linked Lists, Stacks, Queues, Searching and Sorting techniques, 
Trees, Binary trees, representation, traversal, Graphs- storage, traversal. 

 Dictionaries, ADT for List, Stack, Queue, Hash table representation, Hash functions, 
Priority queues, Priority queues using heaps, Search trees. 

 AVL trees, operations of AVL trees, Red- Black trees, Splay trees, comparison of search 
trees. 

 

Course Outcomes: 

After the completion of the course, student will be able to 

 

 Ability to write and analyze algorithms for algorithm correctness and efficiency 

 Master a variety of advanced abstract data type (ADT) and data structures and their 
Implementation 

 Demonstrate various searching, sorting and hash techniques and be able to apply and solve 
problems of real life 

 Design and implement variety of data structures including linked lists, binary trees, heaps, 
graphs and search trees 

 Ability to compare various search trees and find solutions for IT related problems 

 

Unit I: Sorting Methods: Order Statistics: Lower Bound on Complexity for Sorting 

Methods: Lower Bound on Worst Case Complexity, Lower Bound on Average Case 

Complexity, Heap Sort, Quick Sort, Radix Sorting, Merge Sort. 

Unit II: Dictionaries: Sets, Dictionaries, Hash Tables, Open Hashing, Closed 

Hashing(Rehashing Methods), Hashing Functions( Division Method, Multiplication 

Method, Universal Hashing), Analysis of Closed Hashing Result (Unsuccessful Search, 



Insertion, Successful Search, Deletion), Hash Table Restructuring, Skip Lists, Analysis of 

Skip Lists. (Reference 1) 

Unit III: Balanced Trees : AVL Trees: Maximum Height of an AVL Tree, Insertions and 

Deletions. Introduction to Red-Black and Splay Trees, B-Trees, Height of B-Tree, Insertion, 

Deletion and Searching, Comparison of Search Trees. 

 

Unit IV: Priority Queues: Binary Heaps : Implementation of Insert and Delete min, 

Creating Heap. Binomial Queues: Binomial Queue Operations, Binomial Amortized 

Analysis, Lazy Binomial Queues 

Unit V: Graphs: Graph storage Representation- Adjacency matrix, adjacency lists. 

Operations on Graphs: Vertex insertion, vertex deletion, find vertex, edge addition, Edge 

deletion, Graph Traversals- Depth First Search and Breadth First Search (Nonrecursive). 

Minimum-Cost Spanning Trees- Prim's Algorithm, Kruskal'sAlgorithm Shortest Path 

Algorithms: Dijkstra's Algorithm, All Pairs Shortest Paths Problem: Floyd's Algorithm 

Text Books : 

 

1. Data Structures, A Pseudocode Approach, Richard F Gilberg, Behrouz A 

Forouzan,Cengage. 

2. Fundamentals of DATA STRUCTURES in C: 2nd ed, Horowitz , Sahani, Anderson- 

freed, Universities Press 

3. Data structures and Algorithm Analysis in C, 2nd edition, Mark Allen Weiss, Pearson 

 

 

Reference Books: 

 

1. Data Structures and Algorithms, 3/e, Adam Drozdek, Cengage 

2. C and Data Structures: A Snap Shot Oriented Treatise Using Live Engineering Examples, 
N.B.Venkateswarulu, E.V.Prasad and S Chand & Co, 2009 



 

VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject Big Data Analytics 

 

Course Objectives: This course is aimed at enabling the students to 

 

 To provide an overview of an exciting growing field of big data analytics. 

 To introduce the tools required to manage and analyze big data like Hadoop, NoSQL, Map 
Reduce, HIVE, Cassandra, Spark. 

 To teach the fundamental techniques and principles in achieving big data analytics with 
scalability and streaming capability. 

 To optimize business decisions and create competitive advantage with Big Data analytics 

 

Course Outcomes: 

After the completion of the course, student will be able to 

 

 Illustrate on big data and its use cases from selected business domains. 

 Interpret and summarize on No SQL, Cassandra 

 Analyze the HADOOP and Map Reduce technologies associated with big data analytics 
and explore on Big Data applications Using Hive. 

 Make use of Apache Spark, RDDs etc. to work with datasets. 

 Assess real time processing with Spark Streaming. 

 

UNIT I: What is big data, why big data, convergence of key trends, unstructured data, 
industry examples of big data, web analytics, big data and marketing, fraud and big data, 

risk and big data, credit risk management, big data and algorithmic trading, big data and 
healthcare, big data in medicine, advertising and big data, big data technologies, 

introduction to Hadoop, open source technologies, cloud and big data, mobile business 
intelligence, Crowd sourcing analytics, inter and trans firewall analytics. 



UNIT II: Introduction to NoSQL, aggregate data models, aggregates, key-value and 

document data models, relationships, graph databases, schema less databases, materialized 
views, distribution models, sharding, master-slave replication, peer- peer replication, 

sharding and replication, consistency, relaxing consistency, version stamps, Working with 
Cassandra ,Table creation, loading and reading data. 

 

 
UNIT III: Data formats, analyzing data with Hadoop, scaling out, Architecture of Hadoop 

distributed file system (HDFS), fault tolerance ,with data replication, High availability, 
Data locality , Map Reduce Architecture, Process flow, Java interface, data flow, Hadoop 

I/O, data integrity, compression, serialization. Introduction to Hive, data types and file 
formats, HiveQL data definition, HiveQL data manipulation, Logical joins, Window 

functions, Optimization, Table partitioning, Bucketing, Indexing, Join strategies. 

 

 
UNIT IV: Apache spark- Advantages over Hadoop, lazy evaluation, In  memory 

processing, DAG, Spark context, Spark Session, RDD, Transformations- Narrow and Wide, 
Actions, Data frames ,RDD to Data frames, Catalyst optimizer, Data Frame 

Transformations, Working with Dates and Timestamps, Working with Nulls in Data, 

Working with Complex Types, Working with JSON, Grouping, Window Functions, Joins, 
Data Sources, Broadcast Variables,Accumulators, Deploying Spark- On-Premises Cluster 

Deployments, Cluster Managers-Standalone Mode, Spark on YARN , Spark Logs, The 
Spark UI- Spark UI History Server, Debugging and Spark First Aid 

 

 
UNIT V: Spark-Performance Tuning, Stream Processing Fundamentals, Event-Time and 

State full Processing - Event Time, State full Processing, Windows on Event Time- 

Tumbling Windows, Handling Late Data with Watermarks, Dropping Duplicates in a 
Stream, Structured Streaming Basics - Core Concepts, Structured Streaming in Action, 

Transformations on Streams, Input and Output. 

 

 

Text Books: 

 
1. Big Data, Big Analytics: Emerging, Michael Minnelli, Michelle Chambers, and Ambiga 

Dhiraj 

 

2. SPARK: The Definitive Guide, Bill Chambers & Matei Zaharia, O'Reilley, 2018 Edition 

 

3. Business Intelligence and Analytic Trends for Today's Businesses", Wiley, 2013 

 
4. P. J. Sadalage and M. Fowler, "NoSQL Distilled: A Brief Guide to the Emerging World 

Polyglot Persistence", Addison-Wesley Professional, 2012 

 

5. Tom White, "Hadoop: The Definitive Guide", Third Edition, O'Reilley, 2012 



Reference Books: 

 

1. "Hadoop Operations", O'Reilley, Eric Sammer, 2012 

 

2. "Programming Hive", O'Reilley, E. Capriolo, D. Wampler, and J. Rutherglen, 2012 

 

3. "HBase: The Definitive Guide", O'Reilley, Lars George, 2011 

 

4. "Cassandra: The Definitive Guide", O'Reilley, Eben Hewitt, 2010 

 

5. "Programming Pig", O'Reilley, Alan Gates, 2011 



To Understand Smart Objects and IoT Architectures. 
To learn about various IOT-related protocols 

To build simple IoT Systems using Arduino and Raspberry Pi. 

To understand data analytics and cloud in the context of IoT 

To develop IoT infrastructure for popular applications. 

VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject Internet of Things 

 

 

Course Objectives: 
 
 

 

 

 

 

 

Course Outcomes: 

After the completion of the course, student will be able to 

 SAunmalmyzaerivzaeroionutshpertoetromco'ilns tfeorrneIot Tof. things' in different contexts. 

 Design a PoC of an IoT system using Rasperry Pi/Arduino 

 Apply data analytics and use cloud offerings related to IoT. 

 Analyze applications of IoT in real time scenario 

 

UNIT I: FUNDAMENTALS OF IoT: Evolution of Internet of Things, Enabling 
Technologies, IoT Architectures,oneM2M, IoT World Forum ( IoTWF ) and Alternative 

IoT models, Simplified IoT Architecture and Core IoT Functional Stack, Fog, Edge and 
Cloud in IoT, Functional blocks of an IoT ecosystem, Sensors, Actuators, Smart Objects 

and Connecting Smart Objects. 

UNIT II: IoT PROTOCOLS: IT Access Technologies: Physical and MAC layers, 

topology and Security of IEEE 802.15.4, 802.15.4g, 802.15.4e, 1901.2a, 802.11ah and Lora 

WAN, Network Layer: IP versions, Constrained Nodes and Constrained Networks, 
Optimizing IP for IoT: From 6LoWPAN to 6Lo, Routing over Low Power and Lossy 

Networks, Application Transport Methods: Supervisory Control and Data Acquisition, 

Application Layer Protocols: CoAP and MQTT. 

UNIT III: DESIGN AND DEVELOPMENT: Design Methodology, Embedded 
computing logic, Microcontroller, System on Chips, IoT system building blocks, Arduino, 
Board details, IDE programming, Raspberry Pi, Interfaces and Raspberry Pi with Python 
Programming. 



UNIT IV: DATA ANALYTICS AND SUPPORTING SERVICES: Structured Vs 
Unstructured Data and Data in Motion Vs Data in Rest, Role of Machine Learning – No 

SQL Databases, Hadoop Ecosystem, Apache Kafka, Apache Spark, Edge Streaming 

Analytics and Network Analytics, Xively Cloud for IoT, Python Web Application 
Framework, Django, AWS for IoT, System Management with NETCONF-YANG. 

 

 

UNIT V: CASE STUDIES/INDUSTRIAL APPLICATIONS: Cisco IoT system, IBM 
Watson IoT platform, Manufacturing, Converged Plant wide Ethernet Model (CPwE), 
Power Utility Industry, Grid Blocks Reference Model, Smart and Connected Cities: 

Layered architecture, Smart Lighting, Smart Parking Architecture and Smart Traffic 
Control. 

 

 

Text Books: 

 
1. IoT Fundamentals: Networking Technologies, Protocols and Use Cases for Internet of 
Things, David Hanes, Gonzalo Salgueiro, Patrick Grossetete, Rob Barton and Jerome Henry, 
Cisco Press, 2017 

 

 

Reference Books: 

 

1. Internet of Things – A hands-on approach, Arshdeep Bahga, Vijay Madisetti, 
Universities Press, 2015 

2. The Internet of Things – Key applications and Protocols, Olivier Hersent, David 
Boswarthick, Omar Elloumi and Wiley, 2012 (for Unit 2). 

3. “From Machine-to-Machine to the  Internet  of  Things  –  Introduction  to  a  New  

Age of 

Intelligence”, Jan Ho¨ ller, Vlasios Tsiatsis, Catherine Mulligan, Stamatis, Karnouskos, 

Stefan Avesand. David Boyle and Elsevier, 2014. 

 

4. Architecting the Internet of Things, Dieter Uckelmann, Mark Harrison, Michahelles 
and Florian (Eds), Springer, 2011. 

5. Recipes to Begin, Expand, and Enhance Your Projects, 2nd Edition,  Michael  
Margolis, 

Arduino Cookbook and O’Reilly Media, 2011. 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject RESEARCH METHODOLOGY 

 

 

UNIT 1: 

Meaning of research problem, Sources of research problem, Criteria Characteristics of a good 

research problem, Errors in selecting a research problem, Scope and objectives of research 

problem. Approaches of investigation of solutions for research problem, data collection, analysis, 
interpretation, Necessary instrumentations 

 

UNIT 2: 

 
Effective literature studies approaches, analysis Plagiarism, Research ethics, Effective technical 
writing, how to write report, Paper Developing a Research Proposal, Format of research proposal, 
a presentation and assessment by a review committee 

 

UNIT 3: 

 
Nature of Intellectual Property: Patents, Designs, Trade and Copyright. Process of Patenting and 

Development: technological research, innovation, patenting, development. International Scenario: 
International cooperation on Intellectual Property. Procedure for grants of patents, Patenting under 

PCT. 

 

UNIT 4: 

 
Patent Rights: Scope of Patent Rights. Licensing and transfer of technology. Patent information 
and databases. Geographical Indications. 

 

UNIT 5: 

 
New Developments in IPR: Administration of Patent System. New developments in IPR; IPR of 
Biological Systems, Computer Software etc. Traditional knowledge Case Studies, IPR and IITs. 



REFERENCES: 

 

(1) Stuart Melville and Wayne Goddard, “Research methodology: an introduction for science & 
engineering students’” 

(2) Wayne Goddard and Stuart Melville, “Research Methodology: An Introduction” 

(3) Ranjit Kumar, 2nd Edition, “Research Methodology: A Step by Step Guide for beginners” 

(4) Halbert, “Resisting Intellectual Property”, Taylor & Francis Ltd ,2007. 

(5) Mayall, “Industrial Design”, McGraw Hill, 1992. 

(6) Niebel, “Product Design”, McGraw Hill, 1974. 

(7) Asimov, “Introduction to Design”, Prentice Hall, 1962. 

(8) Robert P. Merges, Peter S. Menell, Mark A. Lemley, “ Intellectual Property in New Technological 
Age”, 2016. 

(9) T. Ramappa, “Intellectual Property Rights Under WTO”, S. Chand, 2008 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 - - 4 2 

Subject Advanced Data Structures & Algorithms Lab 

 

 

 

Course Objectives: 

 

From the course the student will learn 

 

 Knowing about oops concepts for a specific problem. 

 Various advanced data structures concepts like arrays, stacks, queues, linked lists, graphs and 
trees. 

 

Course Outcomes: 

 

After the completion of the course, student will be able to 

 

 Identify classes, objects, members of a class and relationships among them needed for a specific 
problem. 

 Examine algorithms performance using Prior analysis and asymptotic notations. 

 Organize and apply to solve the complex problems using advanced data structures (like arrays, 
stacks, queues, linked lists, graphs and trees.) 

 Apply and analyze functions of Dictionary 

 

Experiment 1: 

 

Write a java program to perform various operations on single linked list 

 

Experiment 2: 

Write a java program for the following 

a) Reverse a linked list 

b) Sort the data in a linked list 

c) Remove duplicates 

d) Merge two linked lists 

 

Experiment 3: 



Write a java program to perform various operations on doubly linked list. 

Experiment 4: 

Write a java program to perform various operations on circular linked list. 

Experiment 5: 

Write a java program for performing various operations on stack using linked list. 

Experiment 6: 

Write a java program for performing various operations on queue using linked list. 

Experiment 7: 

Write a java program for the following using stack 

a) Infix to postfix conversion. 

b) Expression evaluation. 

c) Obtain the binary number for a given decimal number. 

 

Experiment 8: 

 
Write a java program to implement various operations on Binary Search Tree Using Recursive 
and Non-Recursive methods. 

Experiment 9: 

Write a java program to implement the following for a graph. 

a) BFS b) DFS 

 

Experiment 10: 

Write a java program to implement Merge & Heap Sort of given elements. 

Experiment 11: 

Write a java program to implement Quick Sort of given elements. 

Experiment 12: 

Write a java program to implement various operations on AVL trees. 

Experiment 13: 

Write a java program to perform the following operations: 

a) Insertion into a B-tree b) Searching in a B-tree 

Experiment 14: 

 
Write a java program to implementation of recursive and non-recursive functions to Binary tree 
Traversals 

Experiment 15: 

Write a java program to implement all the functions of Dictionary (ADT) using Hashing. 



VISHNU INSTITUTE OF TECHNOLOGY: BHIMAVARAM(AUTONOMOUS) 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

Course Structure for M. Tech. (With effect from 2019-2020) 

 

 

Year/Semester I M. Tech/I Sem L T P C 

Regulation 

Year 
2019-20 3 - - 3 

Subject Big Data Analytics Lab 

 

Course Objectives 
1. To implement Map Reduce programs for processing big data 

2. To realize storage of big data using H base, Mongo DB 

3. To analyse big data using linear models 

4. To analyse big data using machine learning techniques such as SVM / Decision tree 

classification and clustering 

 

LIST OF EXPERIMENTS 

 
Hadoop 
1. Install, configure and run Hadoop and HDFS 

2. Implement word count / frequency programs using MapReduce 

3. Implement an MR program that processes a weather dataset 

 
R 
4. Implement Linear and logistic Regression 

5. Implement SVM / Decision tree classification techniques 

6. Implement clustering techniques 

7. Visualize data using any plotting framework 

8. Implement an application that stores big data in Hbase / MongoDB / Pig using Hadoop / R. 

 
Course Outcomes 
After completion of course, students will be able to 
1. Process big data using Hadoop framework 

2. Build and apply linear and logistic regression models 

3. Perform data analysis with machine learning methods 

4. Perform graphical data analysis 


